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N.B.: (1) Q1 is compulsory.
(2) Attemptany three from the remaining.

(3) Assume suitable data.

benefit by using Data Mmmg

(b) Clearly explain the data preprocessing ata 5

(c) Describe one hierarchical clusterin .
dendrogram.

(d) Explain the concept of a dcclsmn .
example application.

2. (a) Parution the given .

and perform smoot
Smoothing by t&"
Smoothing by bifmcdian
Smoothing by hin bo
Data: 11 43 .- —* |
72,73, %

(b) s¢t of data points in question 2. (a) 10

%a) Find Mean, Median and Mode.
“Show a boxplot of the data. Clearly indicating the five- number
summary.

[TURN OVER



3. (a)

Q.P. Code :

595001

2
The table below shows a sample dataset of whether a custﬂﬁlefti',-~~., "'m
responds to a survey or not. "Outcome" is the class label, | f
Construct a Naive Bayes' Classifier for the dataset. For anew exdt‘npl»:
(Rural, semidetached, low, No), what will be the predicted Llas%label‘?
District House Type | Income | Previous C usmmej*_' Outcﬂn_'i_e
Suburban | Detached High No w9 | Nothing
Suburban | Detached High Yes Nothing
Rural Detached High No £33 _Responded
Urban Semi- High No W . Responded
detached \
Urban Semi- Low __EN;}._ y Responded
detached /%N
Urban Semi- Lowe, fuiVes Nothing
detached N}
Rural Semi- FlgwW& | Yes Responded
detached L ¥
Suburban | Terrace 4 “High No Nothing
Suburban | Semi- * Low No Responded
dar.ached o
Urban Térrace ., Low No Responded
Suburban | (Terrace Low Yes Responded
Rural  #1 »Tewrace High Yes Responded
Rural --"'_F__petached : Low No Responded
Urba__n ~ Terrace High Yes Nothing
{bI Bneﬂy explain Regression based Classifiers 10

[TURN OVER



4. (a)
(b)
5. (a)
(b)
6. (a)

(R

Q.P. Code : 595001
3

Use the Apriori algorithm to identify the frequent item-sets in the.
following database. Then extract the strong association rules frem

these sets.
Min. Support = 30% Min. Confidence = 75% Y “‘*

TID [tems | '

01 A,B,D,E, F 3

02 B. B

04 A,B,D,E

04 A B, C.E,

05 A, B, C,D,E, F 3

06 B, C.D

07 A, B, DE

Explain multidimensional and mlﬂt}; If‘,ﬂfﬂ Association rules with
examples. : y

What is clustering? Exptaij'r_'ié-m‘e'aiﬁ clustering algorithm. Suppose
the date for LlUbtcrlng is f24 10712, 3,20,11,25}

Consider k =2, clu-ater the! gWen daia using K-means algorithm
What is an ﬂuthar’ Dabcr]ht. inethods that can be used for outlier
analysis. -

Consider the iﬂ“DW'l}b case study: A telecom company wants to
andlyzu anﬂ fmpm e its performance by introducing a series of
mnov&tﬁ& mobile payment plans. For this case study design a Bl
:}istem Llear.y explaining all steps from data collection to decision

mhkmg

EL@dl]y explain the working of the DBSCAN algorithm using
“wappropriate diagrams.
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