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N.B.- 1. Question No. 1 is compulsory ;
2. Attempt any three Questions out of remaining five ﬂuastmns
3. Figures to right indicate marks.
4 all questions carry equal marks.

1. a) What is Entropy? What are its types?
b) Compare Lossy and Lossless compression.
c) Write a note on convolution code,

d) State Fermat’s little theorem and its applications.
e) Explain cyclic codes.
2. a) What do you mean by symmetric key cryptography? Explain DES i : [10]
b) The generator polynomial for a (7, 4) cyclic code is given by G{Bj=. 14B;

Compute all systematic codewords. S [10]
3 a) Explain LZW compression algorithm with example. _ _- [10]
b) State Chinese Remainder theorem. Using it I:I'E - [10]
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4. (a) Consider the symbols {1,1,1 Q 2,2,2,3,3,3,3,3,4,4,4,4,5,5,5,6,6,7} [10]

i. Find efficient fixed lengt
ii. Find Huffman code.
iii. Compare 2 codes. 4
(b) Explain Modular arithmetic
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an algorithm. Which attack, is it vulnerable to? [10]

e idea of Message Digest 5 (MD 5) (5]
ech.@ompression. 5]
[20]

c) Channel Capacity
d) Data Encryption Standard (DES)




