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Please check whether you have got the right question paper.
N.B: 1. Question No.1 1s compulsory.

2. Attempt any three questions from remaining five questions. ¥,

3. Assume suitable data if necessary and state it clearly. (R ?

4. Figures to right indicates full marks. y_ WO
Q.1. Solve any five questions - '}-I??:*'g 20

(a)What is linear transformation? Define kernel and 'range as applied to linear transfon'ﬁatlm, '
(b) Explain white noise process. Write expressions for autocorrelation and PSD of Whns nmse

"
.\-f = -_ .’*

process. & 2 w0
(c) What is correlation Matrices of stationary process? @:\
(d) What is Unbiased Estimator? R

(e) State the properties of probability density and distribution function? "
(f) State the Kalman filtering problem also. state the important assumpuons abeui the underlying

state variable system P ~.,
D,
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) | Q.2. (a) Check whether following vectors are linearly independent ¢
)P =[2,-3,4]" 2)P, =[-1,6,-2]" 3') P;,— [1,6,2]T
(b) What is ill-conditioned matrix? Define matrix condition numbpr ‘A matrix has a 6
large condition number, What does this indicate?  ° W
(c)What is pseudo inverse and state its properties. D -%"j"%au Y 6
Q.3. (a) Let x(n) be a real -valued random process generated.by Ele system | 8
x(n)=ax(n-1)+w(n) n=10 Qx( 1“)#0
Where w(n) 1s a stationary random process: "W]lh mean u,, and r, (1) = 6.26(0)
The x(n) process 1s first order autoregres;nve andm*@) 1s white noise process.
Determine p, of x(n) and comment on'its Statlomtry
(b) Describe stationary process in frequeucy domain?
(¢) Determine the PSD of a zero mean\.WSS process x(n) with

n@)y=aY,:1<a<i. "= W

3‘? o
. \

h 2

‘ Q.4. (a) Derive the Random mgna.},resQonSé ﬁ)r an LTI system. 8
3 (b) Let w(n) be zero mean ,,ﬂmcorrélated Gaussian random sequence with variance variance 12
- - a*(n) =1 p N
1) Characterize the random sequence w(n)
11) Define x(n) = m‘n) + w@ -1), -00 < n < o0 Determine mean
and -
autocorrglgtlm of;fn) Also characterize x(n)

(a) Consider the obséi'vatlon 8

; x[n] £.A o] A N-I
W.kere A &00 <A< )is pararneter to be estlmated and w(n) is WGN. The estimator for

avu'gge valu&of x[n] is A = v~ X[nj

. PiQd the mean of estimator. Is the estimator biased?
3(9) State CRLB theorem
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4%, (c) State the minimum variance criteria for the estimator
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Q.6. (a) Describe Kalman filter I - Bayes approach. i
) State the uses of Gram-Schmidt orthogonalization procedure?
(c) Explain application of Discrete Karhunen-Lo' eve Transform l:lf '

diagram. Explain scheme for selection of reduced basis.
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