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Please check whether you have got the right question paper.
. Question no | is compulsory. PN

N |

? Attempt any three questions out of remaining five questions. & ¥V
3. Assume any suitable data wherever required but justify the a,{me*

N.B:

_
C\"

Q.1 A. What is machine learning? Explain how supervised learning is different from unsuge@u lgtarnmg 05
B. Explain Bayes theorem, ;’I - 05
C. What are the elements of reinforcement learning? % J 05
D. Describe the two methods for reducing dimensionality. P F“"/ 05

(= @
Q.2 A. The following table shows the midterm and final exam grades ubtain@ﬁi}‘ar stuﬁnts in a database 10
course. = ‘“-\ b
Midterm | Final ( ¥ .
exam (x) | exam (y) __ -5;"_;4;,-9"
72 84 N \
50 63 *":-'f?x\
81 77 = O ¢
f 7%
74 78 8 2
94 90 o~y
| ) |
86 75 9N )
59 49 fﬁ;:?-}, \x‘\;:j
83 79 o < 2 .
65 77 R
33 52 ﬂf"‘“‘{?a »
88 4 ® & I':.\‘h_ ,..::{j
81 90 ol :\\f —
Use the method of least squaégg usingregression to predict the final exam grade of a student who
received 86 on the mldtergﬁexaﬁf?
'nJ-- j;’_b,
B. Explain the stepsin d?‘é@m@’machme learning application, 18

Q.3 A. Fora SunBurn da@ig’t:;m below, construct a decision tree. 10

Name Height Weight Location Class
Sunita. Average Light No Yes
i Tall Average Yes No
Short Average Yes No
Short Average No Yes
Average Heavy No Yes
Tall Heavy ‘No No
Average Heavy No No
| Short Light Yes No

1 Turn over

f——— — =
e o et

C2DF5C445B501E99B517E9C32BC70DAA



5, L
3 € com P _vuT. CBSG= N
. Re20912— 1205 15 7

Elechve L M/e (eor PNy qp.code 16171

B. What is Support Vector Machine (SVM)? How to compute the margin? 10
Q.4 A. Explain Hidden Markov Models. 10
B. Use Principal Component analysis (PCA) to arrive at the transformed matrix for the given ri 10
A E LG
g i 0
Q.5 A. Explain how Back Propagation algorithm helps in classification. 10
B. For fhé g,iveﬁ set'of points identify clusters using complete link and average link @Iamerative 10
clusteri ng.
A B ©
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Q.6 Write short notes on any two:-
A. Temporal difference learning 20
B. Logistic regression Q

C. Machine learning Applications

l : . O

. C2DFS5C445B501E99B517E9C32BCT0DAA



